
TECHNICAL NOTE 
- 

COMPUTER PROGRAM DEVELOPMENT FOR THE 

SIMULATION OF DATA-BASED NONSTATIONARY 

RANDOM PROCESSES 

BY 

HIROSHI ISHIKAWA" 

1. General Remarks 

In connection with the paper entitled "Digital Simulation of Nonstationary 

Random Processes and Its Applications," which has appeared in the Kagawa Uni- 

versity Economic Review, Vol. 52, No. 3 . 4 (1979-lo), pp. 308-373, the present 

computer programs have been developed and are provided here for reader's reference 

to his better understanding of the paper and/or for his practical facility in the 

application of the data-based nonstationary random process models proposed in the 

paper. 

These programs have been coded in FORTRAN language to meet the require- 

ment of a particular Hewlett - Packard minicomputer (Model 2100A) of memo1 y 

size 32 KB operated by the RTE-I1 system with an  additional Tektronix terminal 

control system for graphic display purpose. However, the current RTE-I1 system 

for a HP minicomputer is  deemed fo  be so well designed, with special attention 

to the compatibility requirement, that it is undoubtedly believed a slight modifica- 

tion does suffice the feasibility of the present programs to any other type of com- 
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puter system. One example for this follows: For plotting purpose in any of the 

present programs is used SUBROUTINE STUKO which, as mentioned earlier, 

utilizes a Tektronix terminal control system. Therefore, if, unfortunately, a com. 

puter system to be used has no graphic display option, then an appropriate action 

to be taken by the user will be either simply to take out such statements as are 

related to SUBROUTINE STUKO, or to replace them by other effective alterna- 

tives. 

EXEC CALL'S as well as other specific symbols germane to the present system 

are to be discussed in some detail whenever they are encountered. 

2 .  Brief Explanation of the Programs Developed 

The present programs consist of the following main or subroutine programs to 

each of which is given a brief explanation of the contexture. Readers are urged 

to refer to the aforementioned paper for symbolic notations in what follows. 

2.  1 PROGRAM SIMlO (listed on page 438) 

This program gets such basic statistics of the given time history xo(t) of 

duration To (sec) as temporal mean /I, maximum and minimum values within the 

duration, xomaz and x,,,,, Fourier (amplitude) spectrum Xo(o) I and phase angle 

lo(@) of the Fourier transform Xo(w) of x,(t) as well as its Hilbert transform Go 
(t) . The following relations are intrinsic in this program: 

m 
xo(w)= 1 -=x~( t )  exp (-w d t  

= I Xo(w) 1 exp {il;0(@)1 
A 1 " 
~ o ( t ) = ~  \ I xo( o )  I sin {wt+fo(w)} do 
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where an asterisk " * " indicates a convolution integral. 

This program also plots, with the aid of SUBROUTINE STUKO, the original 

time history, its Fourier spectrum, phase angle and Hilbert transform. 

For the computation of the Fourier transform is used FFT (Fast Fourier Trans. 

form) technique whose details are implicitly expressed in SUBROUTINE FFT dis- 

cussed later. Hence, if the time series data are those sampled with inequality of 

time increment, then SUBROUTINE INTPL is applied to interpolate given data 

so as to produce such time series data as are placed equidistantly. 

Required subroutines are STUKO , STATC, SPECT, PHASE, HLBRT, FFT 

and INTPL. Details of these subroutines are described in the corresponding sub- 

sections of this section. 

2 .  2 PROGRAM SIM PO (listed on page 441) 

This program generates and plots sample functions of the data-based non- 

stationary random process of the first kind defined as 
A 

x(t) = xo(t) cos +-xo(t) sin + ( 7 )  

where x(t)=simulated sample function of the process of the first kind, 

xo(t) =the original time history, 
A 

xo(t) =the Hilbert transform ot xo(t) given in E q . ( 6 ) ,  and 

+=a realization of random phase angle @ whose distribution can be se- 

lected, according to the control parameter ICON, as follows: 

If ICON=& 0 is Gaussian 

If ICON=2, @ is uniform between -n/ 2 and n/ 2 . 
Otherwise, a) is uniform between - n and n. 

There appear ,in this program, specific symbols ISSW(14) and ISSW(15), the 

meaning of which is the following: The symbol ISSW followed by parentheses 

and a positive integer J (0 to 15) inbetween represents the content of the switch 

register designated by the numeral J in such a way that ISSW(J) holds a negative 

integer value when the J-th switch register button is set on and a positive or zero 

otherwise. As a result, these specific symbols, if used in IF statements, will 

give those functions to be controlled externally by the uses. 
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Parameters in EXEC CALL, EXEC (I, 1 JKB, Y, N),  have the meaning: 

I =READ/WRITE control parameter such that it means READ when I=1, 

and WRITE when I = 2 ,  from and onto the peripheral assigned by the 

octal number " JK", respectively. 

JIC=octal representation of the select code of READ/WRITE peripheral. 

For example, JK= 10 means that READ/WRITE per ipher a1 has select 

code of 10 in octal, that is, 8 in decimal, which corresponds to the 

mag-tape unit in the present system 

B as in JKB=data for mat in binary form. 

Y=READ/WRITE buffer area,and 

N=buffer length in terms of one word length. Hence, N= NY if Y is an 

integer array of size Nu,  and N= 2Ny if Y a real array. 

Required subroutines are STUKO, RANDU, SPECT, FFT, INTPL JNORM, 

and HLBRT, where RANDU is a uniform random number ( 0 to unity) generat- 

ing subroutine . 
2 .  3 PROGRAM SIM 30 (listed on page 445) 

This program gets and plots such ensemble and/or temporal statistics of the 

simulated data-based nonstationary random process as mean, maximum and mini- 

mum values, standard deviation and probability density function. Digitized values 

of sample functions of the simulated process and related parameters necessary for 

this statistical computation should be read out exactly in the same sequence and 

format from the peripheral on which they have been stored through EXEC CALL'S 

in PROGRAM SIM20. 

Required subroutines are STUKO, STATC, HLBRT and FFT. 

2 4 PROGRAM SIM 40 (listed on page 450) 

This program generates and plots sample functions of the data -based bivar iate 

nonstationary random process of the first kind with random phase angles being 

jointly Gaussian More specifically, data -based bivar iate processes a1 e simulated 

as 
A 

xt ( t )  =x,t(t) cos @c-x,z(t) sin (Di ( i = l ,  2) ( 8 )  
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where xz(t) =simulated component process 

xo,(t)=original record of each component 
,\ 

xoz(t) =Hilber t transform of xOL(t) 

0,'s=random phase angles which are Gaussian with the joint density func- 

tion 

in which p2 and u2=mean and standard deviation of Oz, respectively, and 

p=coefficient of correlation between 0, and (I),. 

This program also computes and plots Fourier spectra of the original record 

and simulated sample functions of each component process. 

Required subroutines are STUKO, SPECT, RANDU, INTPL, JNORM, FFT 

and HLBRT 

2 .  5 PROGRAN SIM 50 (listed on page 453) 

This program computes and plots cr osscor r elation function Rxlxz (t l  , t,) be - 
tween component processes x,(t) and x,(t) of the data-based bivariate nonstationary 

random process of the first kind simulated with random phase angles Ol and 0, 

being jointly Gaussian a s  in Eq ( 9 ) . 
Specific representation of R (t,, t,) is as follows: 

.XI x2 
RxlX2(:2(tlr t2) = ~oi( t i )  ~02(t2) E{COS 01 cos 0 2 1  

+x^,l(t l)~02(tz) . E{sin@, sin 02) 
A 

-xol(tl)xoz(t2) . E{sin Ol cos %} 

- ~ ~ ~ ( t ~ ) ~ ~ ~ ( t ~ )  . E {COS O1 sin Oz} (10) 

where xoz(t) and ;oz(t) (z=l ,  2) are the original record and its Hilbert transform, 

respectively 

It is noted in the multivariate simulation that, for those 0%'~  distributed uni- 

for mly , inter mediate mode of dependence are vex y much cumber some to consider 

since the joint density functionb which involve OZ'S and produce uniform marginal 

distributions for 0;s appear to be extremely difficult to obtain. However, when 

OLIVE 香川大学学術情報リポジトリ



-28 - V01.52 NO. 5 432 

all 0,'s are Gaussian, arbitrary degrees of dependence (including those cases of 

complete independence and total dependence) can easily be introduced through the 

well known Gaussian joint density functions involving @<s. This fact is one defi- 

nite advantage the Gaussian assumption can enjoy over the assumption of uniform 

distribution; hence, the use of random phase angles of jointly Gaussian distribu- 

tion in this program. 

Required subroutines are STUKO, RANDU, HLBRT, FFT, INTPL and JNORM. 

2.  6 PROGRAM SIM 60 (listed on page 456) 

This program generates and plots sample functions of the data.based non- 

stationary random process of the second kind with random phase angle being dis- 

tributed uniformly between - s/ 2 and n/ 2 . 
Generation of a sample function x(t) of the process of the second kind is 

specified as : 

x(t)=x,(t) cos 4-&(t) sin 4 (11) 

where 

x(t)= a sample function of the process of the second kind, 

xo(t) = roiginal record of duration To 

4 = a realization of random phase angle @ 

(distributed uniformly between- n/ 2 and z/ 2 in this program), and 

&(t) =20(t)v(t) (12) 

in which 

v(t) = a temporal filter of the form 

~ ( t )  = U(t) - U(t - To) (13) 

with U(t) indicating the Heavyside unit step function, and 

zo(t) = the symmetr ic-periodic extension of the original record xo(t) 

with ,yo(t) indicating the symmetric-extension of xo(t) given as 

~o(t)=xo(t) +xo(-t) (15) 

Fourier spectra of the original record and of generated sample functions as 

well as  other statistical quantities are also computed and plotted. 
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This program includes in itself the following subroutines: AREA, SAMPL, 

FFT 0, ASYME and PHs 11. 

Besides those subroutines stated above, this program also requires subroutines 

STUKO, RANDU, SPECT, ARNGE, HLBRT, INTPL and FFT. 

2 .  7 SUBROUTINE INTPL (listed on page 467) 

This subroutine program interpolates time series data with inequality of time 

increment so as to produce a series of data with the same time increment of a 

given constant value. 

2 .  8 SUBROUTINE FFT (listed on page 468) 

This subroutine takes one-dimensional Fourier transform X(w) of the given 

time history x(t) or inverse Fourier transform x(t) of X(o) with the aid of FFT 

(Fast Fourier Transform) technique. 

The following two equations form a Fourier transform pair: 

~ ( w )  = j I-x(t) exp (-rot) dt 

~ ( t )  =I J ~ ( w )  exp (rot) dw 272 -m 

It should be noted that FFT computation requires that array size, or the number 

of data, be a power of 2. Hence, if the number of data is given otherwise, an 

appropriate number of trailing zeroes must be added to meet the requirement. 

Comment statements in the subroutine program help for better understanding 

of FFT algorithm. 

2 .  Q SUBBOUTINE PHASE (listed on page 470) 

This subroutine computes phase angle l;o(o) ranging between -%and a of the 

Fourier transform Xo(w) of the original time history xo(t). 

The phase angle l;,(w) is given, if Re [Xo(w))f 0, by 

go(@)= arc tan {Im [Xo(o)j/Re (Xo(w)l) (17) 

while, if Re(Xo(o) ) =0, it is given by 

'h(0) = t n / 2  (18) 

where Re( Xo(w) ] represents real part of Xo(o) and Im[X,(w) ) imaginal y part . 
2.10 SUBROUTINE SPECT (listed on page 471) 

OLIVE 香川大学学術情報リポジトリ



- 30 - Vo1. 52 NO. 5 434 

This subroutine computes power spectrum, Fourier (amplitude) spectrum or 

absolute value of Fourier complex coefficient of the given time history according 

to the assigned value of the control parameter MO as follows: 

If MO-10, power spectrum in terms of frequency f (Hz), 

If MO=ll ,  power spectrum in terms of circular frequency w (rad./sec), 

If MO= 1 , Fourier (amplitude) spectrum, and 

If MO= 2 , absolute value of complex Fourier coefficient 

Reguir ed subroutine is FFT. 

2 1 1  SUBROUTINE STATC (listed on page 473) 

This is a subroutine to compute such basic statistics of the given data set as 

over all (temporal or ensemble) mean, unbiased variance, standard deviation, and 

maximum and minimum values, 

2 - 1 2  SUBROUTINE HLBRT (listed on page 474) 
A 

This subroutine program takes the Hilbert transform xo(t) of the given time 

history xo(t) by utilizing FFT technique mentioned earlier. 

Originally the Hilbert transform of xo(t) is defined either in the time domain 

or in the freguency domain as 

A 

xo(t)=f 1 y _ x ~ b ) / ( t -  4 dr (19) 

M ='I z o I Xo(w) I sin {wt+ 50(w)} do (20) 

where Xo(w) and 5,(w) are the Fourier transform of xo(t) and its phase angle 

However, the direct performance of the integrals given in the above two equations 

is rather time-consuming. Therefore an effective practical method has to be 

developed To this end, we first define the functions Yo(@) and Zo(w) as 

 YO(^)= I X O ( ~ )  I sgn (21) 

ZO(@> =xo(w> . sgn (o) 

= I Xo(o) I exp {zto(w)} . sgn (w) 

=yo(@) exp {~5~(w)l  (22) 

where sgn(o) is a sign function of w. Yo(@) thus defined is obviously an odd 

function since I Xo(w) I is even and sgn(w) is odd Then, we try to reduce Eq. 
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(20) into the form such that the FFT technique is applicable: 
,\ 

xo(t)= f / 1 x0(o) I sin {wt+io(w)} d o  

=I j ~ ( w )  sin {wt+io(w)} do 2rr -- (23) 

where the fact has been used that sin {wt+ t0(o)} is an odd function of o .  Futther , 
since Y(o) is odd and cos {ot+<o(o)} is even with respect to o ,  Eq. (23) can be 

written as 
,, 
xo(t)==& / y - ~ ~ ( o )  exp ( 2  { W ~ + C O ( ~ ) }  I do 

M 

-2 \ z0(w) enp (tot) do 
2 z 2  -- (24) 

Eq (24) now posseses the form such that FFT can be directly applicable. Hence, 
A 

for the ready computation of the Hilbert transform xo(t) of xo(t), we first take 

the Fourier transform Xo(o) of xo(t) with the aid of FFT technique, then form a 

function Zo(w) as in Eq, (22), take the inverse Fourier transform of Zo(o) and 

finally divide the result by the imaginary unit 2 .  

2 13 SUBROUTINE JNOBM (listed on page 475) 

This subroutine generates either univariate Gaussian random number or jointly 

Gaussian bivariate with arbitrary deg~ees of dependence including those cases of 

complet? independence and total dependence Some comments on the bivariate case 

are also found in the subsection of PROGRAM SIM40 discussed earlier. 

2 14 SUBROUTINE ARNGE (listed on page 477) 

This subroutine arranges given array data y, (i=l, 2, , N )  in a symmetrical 

fashion so as to produce mirror image either around the origin or around a folding 

point ( I  =-9 I )  for FFT computation. Refer also to the comment statements 

in the subroutine for detailed discussion. 

2 15 SUBROUTINE STUKO (listed on page 479) 

SUBROUTINE YOKO (listed on gage 481) 

PROGRAM CCHIE (listed on page 487) 

The above three are user supply plotting main and subroutine programs for 
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the current Tektronix terminal control system with plotting library subroutines 

(discussed in the next subsection) in the system. When SUBROUTINE STUKO 

is to be used, the other two have to be relocated simultaneously. Details are 

provided through comment statements in each program or subroutine. 

At leastone week has been consumed with plenty of cumbersome tasks to produce 

these three of the present forms. Hence, for the celebration of their construction, 

they are named as follows: STUKO after the author's better half, CHIE and YOKO 

after his daughters. 

Indeed, almost all of the figures in the paper referredl to in the preceding 

section have been drawn automatically through the computer system with graphic 

dispay option involving these programs, which indicates their extremely wide 

applicability in the practical drawing. 

2.16 Plotting Library Subroutines (listed on page 489) 

Program listings on page 116 and after provide plotting library subroutines in 

tern named as follows: 

SUBROUTINE LVLCH SUBROUTINE MOVEA 

SUBROUTINE PARCL SUBROUTlNE DRAWA 

SUBROUTINE DWIND SUBROUTINE WINCO 

SUBROUTINE V 2 ST SUBROUTINE REVCO 

SUBROUTINE CLIPT SUBROUTINE RESET 

SUBROUTINE NWPAG SUBROUTINE IOWA1 

SUBROUTINE XYCNT SUBROUTINE ALFMD 

SUBROUTINE RESCL SUBROUTINE MOVAB 

SUBROUTINE VECMD SUBROUTINE PLCHR 

SUBROUTINE INITT SUBROUTINE FINIT 

SUBROUTINE TOUTS SUBROUTINE BUFFK 

SUBROUTINE ADOUT SUBROUTINE TWIND 

SUBROUTINE PCLIP 

3 Computer Program Listings 

The whole computer programs developed for the simulation of data-based 
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nonstationary random processes are listed at the end of this paper in such a 

sequential order as  explained in the preceding section. In each program listing an 

effort has been made to place an effective number of comment statements for better 

understanding of the program. Together with the brief explanation given in the 

preceding section, they are believed to help readers understand what is going on 

there. 
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