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Investigation of N ested x2 Test and AIC 

in the Box-Cox Transformation Model* 

Feng YAO** 

Abstract 

This paper presents some of the simulation results of the nested x2 

test in the simultaneous identification of the Box-Cox transformation 

(BCT) modeL It focus on the investigation of fitting a BCT polynomial 

regression model to data generated by nonlinear model which does not 

belong to the family of the BCT regression models Three nonlinear 

models are introduced for the simulation. Except for a second order 

polynomial regression model， the rest two models are the exponential 

regression model and the logistic regression modeL The performances 

of applied the nested x2 test and the Akaike's information criterion to 

simultaneous identification of the BCT model are compared，. 

1. Introduction 

In the analysis of complex economic activities with general linear regres-

sion models， it was often shown that some economic data do not fit models 

with Gaussian noise. The Box-Cox transformation (BCT) model can offer 

* A contributed paper to the festshrift in honour of Professor Hiroaki Seto who 
is retiring from Faculty of Economics， Kagawa University， in March 1998，. 

•• The simulation was conducted on ACOS3900 (Computer Center of Tohoku 
University) 1 express my thanks to Prof.. Y Hosoya for his kindly help and 
advices， 
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the choice between linear and linear-in-logrithm models with Gaussian 

noise [Box and Cox (1964)] Chang (1977， 1980) gave a successful use of 

the BCT in the analysis of demand for meat in the United States He 

pointed out that the linear or logarithm function is not suitable for the 

analysis of demand for meat in the United States James and David (1982) 

investigated the income and food expenditure distribution by use of the 

BCT. Poirier and Melino (1978) gave a discussion on the interpretation of 

estimated coefficients in the BCT model. The other details of the theoreti-

cal works and applications can be mainly seen in: Poirier (1978)， Huang 

and Grawe (1980)， Bickel and Doksum (1981)， Box and Cox (1982)， Seaks 

and Layson (1983)， Tse (1984)， Zarembka (1990) etc But al1 of the ana-

lyses are within the confines of the fixed order BCT regression model The 

estimate of the BCT parameter is mainly based on the traditional maximum 

likelihood (ML) method 

Yao (1992， 1994) [see also Yao and Hosoya (1994)] investigated the 

simultaneous identification of the BCT regression model by the general 

information criterion (GIC) and Akaike's information criterion (AIC) 

[Akaike (1973)]わ TheGIC discussed there is a developed result of an 

asymptotic approximation of the cross-entropy risk for the purpose of 

estimating the parameters of the BCT and the clan of regressions [the 

original idea is given by Takeuchi (1976) and Hosoya (1983)]， The Monte 

Carlo simulation showed that the estimate of the BCT parameter deter-

mined by the GIC is a little precise than that of determined by the AIC; but 

it is on the contrary in identifying the order of the BCT polynomial regres-

sion model or of the BCT autoregressive model Being a successful appli-

cation to the empirical analysis， a nonlinear model of Tokyo stock price 

index was presented， Yao (1995) discussed the simultaneous identification 

of the BCT model in view of the information criteria and the nested.x2 test 
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[see Hosoya (1986)J The emphases there are on the simultaneous estima-

tion of the BCT parameter and on the order of the regression part“ The 

Monte Carlo simulation results showed that the AIC and the GIC are very 

similar in identification performance， the nested x2 method， when used for 

the point estimation， has a somewhat different feature. The latter has the 

ability to control the probability of the identified orders those exceeding the 

true order The nested.x2 test tends to underestimate the order with com-

parably larger probability， especially in the case of the disturbance vari-

ance is large compared with the magnitude of variation of the regressor 

part But on the other hand， the AIC (and the GIC also) tends to overesti-

mate the order in generaL 

The investigations so far have not touched the problem of fitting the 

BCT polynomial regression model to data generated by the model which 

does not belong to the family of the BCT polynomial regression models It 

is clear that this is important for understanding the properties of the 

information criteria methods and the nested.x2 method， and also very 

necessary for the application of these methods to the investigation of 

complex economic phenomena Yao (1996b) gives some simulation results 

about this kind of investigation in view of the information criteria methods 

The simulation results of Monte Carlo experiment showed that there is 

almost no significant difference between the GIC and the AIC with the 

application to the BCT model identification. It also showed that， in fitting 

a BCT polynomial regression model to data set generated by logistic 

regression model， the frequency distribution of the identified order depends 

on the sample variance. 

This paper investigates the properties of applying the nested .x2 test to 

fit a ρぺhorder BCT polynomial regression model to data generated by the 

three models as discussed in Yao (1996b)， [see model (3-1)， (3-2) and (3-3) 

OLIVE 香川大学学術情報リポジトリ



220-ー Kagawa UniversiかEconomicReview 806 

belowJ， to each of the model with three levels of disturbance term variance 

Furthermore， the critical value αused in the nested x2 test are chosen in 

five levels from 0，.10 to 0，，30 by a fixed step of 0，，05 For each of the cases 

we studied， the Monte Carlo experiment is conducted for 5000 times replica-

tion， The simulation purpose here is to find a BCT polynomial regression 

model that can best fit the data set generated by a model， even the model 

itself does not belong to the family of the BCT polynomial regression 

models" The usually used 0，05 critical value is not discussed in this paper 

because Yao (1995) has pointed out that the comparatively small critical 

7value  (for example αζ0，05) makes the nested x2 test underestimating the 

true model order 

Our simulation results show that， both the nested x2 test and the AIC 

plays good performance in fitting the BCT polynomial regression model to 

data generated by the three models which do not belong to the family of the 

BCT polynomial regression models" It is reconfirmed the fact that the 

nested x2 test has good ability to control the probability of the identified 

orders those exceeding the true order， It also shows that the nested x2 test 

tends to underestimate the order especially for the case with large sample 

variance， The AIC method in general tends to overestimate the true order 

In the identification of the true model order， for comparatively small 

critical values， the nested x2 test is seen superior to the AIC As for the 

cases of underestimating the true order of the BCT polynomial regression 

model， the properly estimated BCT parameter might make compensate for 

the information loss by the underestimated order" This is true for both of 

the two methods 

This paper proceeds as follows: In section 2， we first give an overview 

of the BCT， then summarize the nested x2 test and the AIC used in the 

simultaneous identification of the BCT regression modeL At the last part 
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of this section， we present three nonlinear models including two models that 

do not belong to the family of the BCT polynomial regression models. In 

section 3 we discuss the Monte Carlo simulation of fitting a BCT 

polynomial regression model to data generated by the three specified 

models introduced in section 2. The simulation results are listed in tables 

and are plotted in graphs for the three models， respectively. For each of 

the models， we discuss three levels of the disturbance term variance and 

five levels of critical value.. The discussion of the simulation results is 

summarized in section 4.. We give the conclusions and remarks in section 

5. 

2. Models and Methods 

2.1 The Box-Cox transformation Model 

As a special power transformation， for any positive variable y， the Box 

-Cox transformation (BCT) [Box-Cox (1964)] is defined as 

ylλ] = J[ゾー1]μ Aヰ O

qog y ，1 = 0， 

or for the case y < 0 but y > -a (α> 0)， 

ylA] = J[日(y+刊αωy一1
L勺log(y+α) 

Aヰ O

，1 = 0， 

(2-1) 

(2-1) ， 

where ，1 is an unknown parameter called the BCT parameter“ In general， 

it is assumed that for each ，1， ylλ] is a monotonous function of y over the 

admissible range Because of (2-1) is continuous at ，1 = 0 [see Yao (1994)]， 

so it is preferable for theoretical analysis. The following investigations are 

only based on the transformation defined by (2-1) It is clear that all the 

results wi1l be hold for (2-1)' if only we change y with (y +α) in the 

conesponding definitions. 
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As for the BCT regression model， since both the dependent and in-

dependent variables can be transformed， the general BCT model has the 

form 

y[A!I = sl十点'2X2[A2] + ，…， +spXρ[Ap] + ε(2-2)  

where εis random disturbance term generated by i.. i..d.. N(O， (2
). The 

BCT regression model expressed in (2-2) can be specified and estimated 

Forん=1， 0， and -1， y[AJ] enters into model (2-2) linearly， as log y and 

as the reciprocal of y. Thus the estimation procedure itself can choose the 

transformation which best fits the data.. 

For different Ai (i = 1， 2，…， ρ)， model (22) can be specified into 

mainly three types of BCT regression models [see Spitzer (1982)J or six 

types of BCT regression models [see Yao and Hosoya (1994)， there the 

model classification cover all possible main versions of the BCT regression 

modelsJ We consider in this paper the specified model that only the 

independent variable is transformed 

y[A] = sO+s1X+s2X2+，…， +spxP+ε (2-3)  

We will fit this BCT polynomial regression model to the data sets generated 

by models defined by (3-1) and (3-2) as well as (3-3)， respectively 

2.2 The N ested x2 Test for BCT Regression Model 

We summarize the n問es銑te吋dX2 t旬es坑t[which is given by Hosoya (1986)日Ji加nt出hiぬS 

subsection乱1.引 Theapplication tωo hie釘rar

Hosoya (1989) It applies the generalized likelihood ratio (GLR) test of 

equal marginal error rate to the model selection problems. The process of 

applied this method to the identification of the BCT model can be seen in 

Yao (1995)“ 

Suppose that the parameter θ= (81， 82，…， Bp) specifying a density of 
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The hypoth-

esis Hj implies that 8Hl = 8HZ =… = 8p = 0 (Hp implies that no such 

specification is imposed) For z < j (1 三三 z， J :ζ ρ) denote by L;; the log 

likelihood ratio for testing Hi against Hj. The test for Hi in the pres-

observations， where 8j is r j-dimensional parameter vector. 

ence of such nested alternative hypotheses would use L，;， by using a test 

with critical region 

R = {Lii 三三 Cj， for some j E (i+ 1， .，ゎ， ρ)}， 

where the c/s are determined so that Pr{R I Hi} is equal to the required 

The p-value which corresponds to this test is evaluated as P(q*) = 

based 

slze 

Pr{Q 三二 q* I H，ふwhere Q = min(pj I i+1 ::;: j::;: ρ) is the p-value 

on Lu and q* is the observed value of Q 

|
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The test for the critical region 

For the case all R will here be termed a GLR test [see Hosoya (1989)J， 

degrees of freedom are 1 and ρζ13， the algorithm for the P-value is 

available in Hosoya and Katayama (1987) 

Now we consider the P-th order BCT polynomial regression model (2 

(2-4) 

ー2)with the expression of density function 

fn(ypYz，…， Yn I so， sl，一，sp， oZ， ，1) = 

商品:ne刈一歩玄=Jyj.lLso-~~)似)Y}立 y;-l

For a set of n independent observations {Yi， xi}7=1， the simultaneous esti-

mation of the BCT parameter and the order of the regression model by the 

nested XZ test proceeds by the following steps: 

1 "Given ρ， we consider the family of polynomial regression models 

We first that each of the orders is less than or equals to ρ 

calculate the n;. Xρmatrix of the maximum log-likelihood for 

given n;. and different fixed ，1i = 1， 2，…，n;... Then by the maxi-

mum log-likelihood estimation， the BCT parameter ，1~ for j-th 

We denote order polynomial regression model can be determined 
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the maximum log-likelihood by L(j， ん)， i = 1， 2，…， ρ" 

2..For k = 1， 2，…， ρ-1， we calculate the difference of the two maxi-

mum log-likelihood ratio LR(k， i) defined as follows: 

LR(k， j) = 2[L(j，ん)-L(k，ん)]， f = k十1，…， ρ，

where k is the order of the polynomial regression model We treat 

this as the input to the subroutine program given by Hosoya and 

be way， the p-values {Pk}主1can this By (1987) Katayama 

obtained.. 

3.. For the given significance level α， if there exists some index k that 

i
j
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(2-5) 
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satisfied Pk >α， we choose the first k to be the estimate of the 

If order of the polynomial regression model 

Pk 三三 α for all the k， k = 1， 2， …， ρ-1， then we have T = ρ 

corresponding ゐ， which we want to estimate， is the estimator of the 

The 

That is to say T =み

BCT parameter that best fits the modeL 

The AIC for BCT Regression Model 2.3 

The AIC was first introduced for the purpose of comparison and selection 

The introduction of objective among several models [Akaike (1973)J 

criterion enables the objective comparison of models that are usually 

The details of the AIC theory can be selected subjectively by the analysts. 

Yao (1994) shows the proc-seen in Sakamoto， Ishiguro， Kitagawa (1986). 

ess of using the AIC in the simultaneous identification of the BCT regres-

sion modeL 

Suppose .Yl， .Y2，…， .Yn be independent， positive random variables and 

consider the ρ-th order BCT polynomial regression model， say model (2-3) 

with an expression of probability density function (2-4) indexed by the BCT 

observations {Yi， Xj}7=b the 

simultaneous estimation of the BCT parameter and the order of the regres-

of n independent set a For parameter λ 
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sion model can be determined by the AIC Because the number of free 

par ameters in model (2-4) for given (ρ， A) is (ρ+ 1)， therefore the AIC for 

the BCT model (2-4) is: 
n 

AIC(ρ， A) = C + n log(♂(ρ， A))-2(A-1)呂log(Yt)+2(ρ+1)， 

(2-6) 

where C = n(l + log(27r)).. The identification problem between the two 

given probability density function f(ρ1， A1) and f(九 A2) is dealt by the 

minimum principle of the AIC Choose the model f(ム， A1) if 

AIC (ρ1， A1) < AIC (ル，A2)， 

and the model f(ル，A2) otherwise. 

2.4 Three N onlinear Models 

(2-7) 

For the purpose of evaluating the performances of the nested x2 test and 

the AIC in model identification of the BCT regression model by Monte 

Carlo simulation， data generation is considered by three types of nonlinear 

regression models. Except for a second order polynomial regression 

model， the others are the so called exponential regression model and logis-

tic regression modeL The three models that wi1l be used in the Monte 

Carlo experiment are : 

Model A: .y = αl+b1x十CIX2+ε1，

Model B: .y = α2+ b:f+ e2， 

Model C: .y =ぬ+1/(1 +exp( -x)) + e3， 

(2-8) 

(2-9) 

(2-10) 

where εi (i = 1， 2， 3) is random disturbance term generated by i..i..d引 N(O，

0
2
)， ai and bj (i = 1， 2， 3， i = 1， 2) are constant. We call model B an 

exponential regression model， and Model C a logistic regression modeL It 

is clear that Model B and Model C do not belong to the family of the BCT 

polynomial regression models 
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3. Data Generation and Numerical Evaluation 

In this section we conduct Monte Carlo experiment based on model (2-8) 

and model (2-9) and also model (2-10) The purpose is to investigate the 

properties of the nested X2 method and the AIC method in fitting the BCT 

polynomial regression model (2-3) to data generated by the above 

mentioned nonlinear regression models The numerical ca1culations are 

conducted by the FORTRAN programs presented by Yao (1992)， 

In view of model (2-8)， (2-9) and (2-10)， let us consider the following 

three specified nonlinear regression models : 

Ytl = 5+08xt+0 ， 64x~+ εtl ， 

Yt2 = 5+2Xt+εt2， 

(3-1) 

(3-2) 

Yt3 = 5+1/(I+exp(-xt))+εω(3 -3 )  

For the sample size n， we need first to generate random data set {εti}?=b 

the value of the disturbance term εti (i = 1， 2， 3) is random number and 

obtained from i"i"d" N(O， (Jg) We choose the sample size n = 100 in this 

paper.. The independent variable Xt is defined as Xt = t/40 (t = 1， 2，…， 

n)， By this procedure， for a given data set {Xd~=b we can generate data 

set {Ytz， Xt}~=l ， i = 1， 2， 3， 

We fit the BCT polynomial regression model (2-3) to data generated by 

the above three models， respectively The largest order of the BCT 

polynomial regression model used in the simulation is chosen to be 7， 

Then， for all the estimated orders those exceeding 7 are put to be 7. For 

both the nested x2 method and the AIC method， the experiments are 

performed for three levels of the variance of the disturbance term，σ;g = 0，，5， 

10， L5 Conesponding to these selected models， the critical values used in 

the nested X2 test are chosen from 0，10 to 0，，30 with a fixed step of 0，，05， 

The Monte Carlo experiments are performed for all the three models with 
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5000 replications.. 

Investigation of Nested X2 Test and AIC 
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In the Monte Carlo simulation， for each of generated data sets and an 

initial given BCT parameter ，10， we need to estimate the p-value (and the 

Inーム1AIC) for order ρ= 1，2，…， 7 and the BCT parameter ん=，1o+(..!!:3.す一

ーい，j = 1，2，仇， where 飢 isa given州 number制ムAらa

given real value. The initial given ，10 and仇 aswell asム，1should be 

determined by a pre-test or based on some prior information about the BCT 

parameter and the pattern of the frequency distribution In the following 

experiments， we choose ，10 = LO， nλ=  17 andム，1= 0..25. In view of the 

nested x2 test and according to the minimum principle of the AIC， we can 

simultaneously get the estimates of T and ，1 for both of the two methods 

The estimator (t， tI) can determine the best fitted BCT regression model 

for the generated data set We can choose an enough large nA to satisfy 

any required precise of the estimated BCT parameter 

Remarks: For the space of this paper， in the following Tables 3..2 to 3..5， 

we only listed the simulation results for仇=15 It gives no effects on the 

BCT regression model identification because the estimated frequencies are 

zero at the BCT parameter of -1 or 3 

To show the simultaneous identification processes， for the space of this 

paper， we only give a distribution of the estimated ML and the estimated 

P-values for one experiment (in 5000 times) of fitting the BCT polynomial 

regression model (2-3) to data generated by the nonlinear regression model 

(3-1) In table 3..1 the estimated minimum ML for the seven orders in levels 

of the BCT parameter are marked by underline Based on these estimated 

ML， the P-value can be estimated for the corresponding order伽 Welisted 

them at the last row.. For the 0..1 critical value， for example， it can be seen 

that the P-value is first over 0.1 at the 2nd order and the corresponding 

estimated BCT parameter is ，18 ( = 075). That is to say in this experiment， 
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the best fitted BCT regression model to the data gener ated by model (3-1) 

is the 2nd order BCT polynomial regression model with the estimated BCT 

This experiment gives a contribution of '1' to the upper 

The upper block in Table 3..2 is the results 

parameter 0..75.. 

block of table 3..2 at (0 75， 2) 

of repeating the experiment by 5000 times.. 

Table 3.1 Distribution of the Estimated ML Values and 
the P-values by the Nested x2 Method 

Order 

為 1 2 3 4 5 6 7 

-1∞ -26.13 -26.13 -24..78 -23..74 -22.30 -1873 -17..08 
-075 -2096 -2090 -19.62 -1848 -1706 -1381 -1247 
.050 -1658 ー1634 -15.17 -13. 93 -1251 -960 -854 
ー025 -13.07 -1248 -1145 -10.11 -8..70 -6.13 -5.31 
0.00 -1047 -9.35 -850 -70.6 -5..65 -342 -281 
0.25 -882 ー700 -634 -4.79 -338 -L47 -L04 
050 -8.15 -5..43 -497 -331 -L90 -0.30 -0.01 
075 -847 4.68 -4.40 -2.63 -1.20 0.11 0.29 
LOO -9.74 -474 -461 .273 ー128 -023 明013
L25 -1193 -5. 61 -5.57 -3.58 -211 -L30 -L24 
150 -1499 ー7.28 -728 -516 -367 -30.5 -303 
175 -1884 -9.72 -9.68 ー744 -5..91 -547 -546 
2.00 -2342 -1291 -1275 ー1038 -8.81 -8.50 -8.50 
225 -28..65 -1680 -16.45 ー13..93 -1231 ー1212 -1212 
2.50 -3446 -21.36 -20.74 -1807 -16.39 -16.28 -16.27 
2.75 -4078 -26.54 -25 57 -2275 -2Loo -20.94 幽20.94
300 ー4755 -3231 -30.93 ー27.94 -26..10 -2609 -2608 

P-value 0.0162 0..1122 00638 0.1177 01538 0.5444 *** 

i
l
s
h
i
t
!
l
i
-
-
&
l
i
-
-
-
一

Fit BCT model ρー力 ωdaωgenerated by model β・1)，σ;魁 10

Table 3..2 shows the distribution of the estimated frequencies in 5000 

times replicated Monte Carlo experiments by the nested x2 test and the 

The simulation result by use of the nested x2 test is only one of the AIC 

results of fitting the BCT polynomial regression model to data generated by 

model (3-1) in the case of the variance of 06 = LO and the given critical 

The estimated BCT parameter j(ρ) for orderρ(ρ= 1， value α= 0..15 
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2， ""， 7) is the weighted mean of (Alλ ， namely 
てlnA ， " N(ん.b) 1;=1 

，1(ρ) = )' んX.!:.Y...紳士ヂ (3-4) ム;=1"'" N(ρ) 

where N(ん， ρ)which being listed in the main block respectively for the 

nested x2 method and the AIC method， is the number of the estimated 

frequency at the BCT parameter ，1; and the order ρ， 

N附附(ωωρ幼)= L玄立立::::;1N ( Aん"ρが) 川 ( シ

The estimated BCT円rameterλisthe weighted mean of {ん}iJ=1'namely
て1nλ N(，1;)

，1 =)' ，1; xどすム (3-6)

where N(ん)is the number of the estimated frequency at the BCT parame-

加 ん，N(ん)=γ7 N(ん， ρ)for j = 1， 2，れ・，n;.， and N = >:λ N(ん)
L-Jρ=1 L-J;=1 

The estimate of order ρshould be determined by 

f5 = maxN(ρ) ~n 
p 

If there exists one more estimated orders， i" e" for example max N(ρ1) = 
p， 

ITTN(ρ'2)' we usually choose the larger one， f5 = max (ρ1， P2) 

The results of the simulation experiment for fitting the BCT 

polynomial regression model to data generated by the exponential regres-

sion model (3-2) and the logistic regression model (3-3) in the same situation 

are summarized and given in the following table 3，，3 and table 34， respec-

tively" 
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Table 3.2 The Frequencies Distribution in 5000 Times Replications 

by the Nested .x2 Method and the AIC 

Order 

へ
1 2 3 4 5 6 7 

Nested X2 Method 

-0.75 O O O O O O O 
-050 O O O O O O O 
-025 2 O O O O O O 
000 10 O O 1 O O 1 
0.25 77 16 4 1 2 1 2 
050 280 165 29 13 9 8 16 
075 332 691 67 33 36 24 25 
100 136 1237 108 63 28 40 46 
125 25 901 66 49 32 22 32 
150 2 250 33 9 11 7 9 
175 O 31 4 5 3 1 3 
200 O 1 1 O O O O 
225 O O O O O O O 
250 O O O 。 O O O 
2.75 O O O O O 。 O 

N(P) 864 3292 312 174 121 103 134 

λ(P) 06690 L0326 1.0088 1023 10062 0.9903 09851 

AIC 

-0.75 。 O O O O O O 
-0.50 O O O O O O O 
ー0.25 1 O O O O O O 
0..00 6 1 O O O 1 
025 41 20 7 1 2 1 2 
0.50 145 185 49 21 16 9 19 
075 152 740 125 59 50 36 33 
100 70 1183 198 118 56 63 53 
125 10 803 133 82 56 39 38 
L50 1 211 43 25 14 16 15 
175 O 24 6 5 6 2 4 
2..00 O 2 O O O O 
225 O O O O O O O 
250 O O O O O O O 
2..75 。 O O O O O O 

426 3168 563 312 200 166 165 
Nλ((pp) ) 

0.6585 10100 10004 10313 10175 10301 09985 

Fit BCT model ρ-3) todaωgenerated by model (，-1)， a~ =LO 
The nested method used critical valueα= 0.15 

Total 

N(λ) 。
O 
2 
12 

103 
520 
1208 
1658 
1127 
321 
47 
2 。。
O 

5000 
0..9651 

N(λj) 。
O 
1 
9 
74 

444 
1195 
1741 
1161 
325 
47 
3 
O 
O 
O 

5000 
0.9809 

816 
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Table 3.3 The Frequencies Distribution in 5000 Times Replications 

by the Nested x2 Method and the AIC 

OrdeI 

λJ 1 2 3 4 5 6 7 

Nested X
2 
Method 

-0. 75 2 O O O O O 。
ー0.50. O O O 1 O O O 
-0.25 7 2 O O O 1 O 
0..00 47 12 2 O O O 3 
0.25 132 82 16 6 5 3 1 
0.50. 225 316 33 14 17 9 22 
0.75 226 695 61 40. 28 20. 27 
10.0. 144 912 94 53 19 29 33 
125 54 741 93 31 32 24 27 
1.50. 14 333 52 25 18 14 15 
175 10.0. 26 12 5 3 8 
20.0. O 16 4 5 2 1 1 
225 O 2 2 O O O O 
250. O O O O O O O 
275 O O O O O O O 

N(P) 852 3211 383 187 126 10.4 137 

λ(P) 0..640.8 10.117 10.77 10.602 10.278 10.313 0. 9982 

AIC 

-0.75 O O O O O O O 
-050. 1 1 O 1 O O O 
-0.25 Z 2 O O O 2 O 
0.00 25 14 4 O 1 O 3 
0.25 60. 90. 27 10. 4 5 3 
0.50. 109 315 65 24 24 15 24 
0.75 10.1 70.8 133 56 48 27 32 
10.0. 71 850. 185 98 37 50. 39 
125 27 673 152 73 52 34 32 
150. 10 284 78 42 24 25 23 
175 1 91 35 16 5 7 12 
20.0. O 16 4 5 6 1 2 
225 O 2 2 O O O O 
250. O O O O O O O 
275 O O O O O O O 
275 O O O O O O O 

Nλ((pp) ) 
40.7 30.46 685 325 201 166 170. 

0. 6529 0..9924 10.288 10.654 10.336 1 0.40.7 1030.9 

Fit BCr model ρのωdaωgeneratedby model (!-2)，σg = 1..0.. 
Ihe nested method used criticalν'alueα= 0.15. 

Tota! 

N(ん)
2 
1 
10 
64 
245 
636 
10.97 
1284 
10.0.2 
471 
155 
29 
4 
O 
O 

50.0.0. 
0. 9557 

N(為)
O 
3 
6 
47 
199 
576 
110.5 
1330. 
10.43 
486 
167 
34 
4 。
O 
O 

50.0.0. 
0. 9791 

231 
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Table 3.4 The Frequencies Distribution in 5000 Times Replications 

by the Nested x2 Method and the AIC 

0rder 

人 1 2 3 4 5 6 7 

Nested X2 Method 

ー075 1 1 1 O O O O 
ー050 11 1 O 。 O O O 
ー025 33 4 2 3 1 。 2 
0.00 117 19 5 2 3 3 4 
025 248 20 10 10 3 3 9 
050 503 29 21 11 16 9 13 
075 826 56 17 15 14 13 20 
100 936 62 31 26 14 22 23 
125 731 60 24 23 15 17 19 
L50 450 39 19 15 7 9 15 
175 208 15 11 8 8 3 6 
2.00 58 6 4 4 O 4 2 
2.25 20 1 O 1 O 1 
250 1 O O O 1 O O 
2.75 O O O O 1 O O 

N(P) 4143 313 145 118 83 84 114 
λ(p) 0.9584 09433 09741 10169 0.9819 10387 09583 

AIC 

-0.75 1 1 1 O O O O 
-050 10 2 O O O O O 
ー025 28 6 5 3 1 2 2 
0.00 102 18 9 4 6 5 5 
025 209 41 22 13 7 6 9 
050 432 56 41 21 23 16 16 
0.75 698 108 57 28 27 20 24 
100 798 123 64 45 34 29 26 
125 624 104 51 34 18 22 20 
150 391 70 35 15 12 15 19 
1.75 179 32 14 12 10 5 6 
2..00 48 10 6 7 1 5 5 
225 16 4 O O 1 1 
2.50 1 O O O 1 。 O 
275 O O O O 1 O O 

N(P) 3537 575 305 182 142 126 133 

λ(p) 0.9588 0“9722 0..9295 0.9835 0.9489 0.9841 0.9774 

Fit BCI model ρ-3) to data generated by model βの， σ;田 10
Ine nested method used critical value α= 0.15リ

Tota! 

N(へ)
3 
12 
45 
153 
303 
602 
961 
1114 
889 
554 
259 
78 
24 
2 
1 

5000 
0.961 

N(λi) 
3 
12 
47 
149 
307 
605 
962 
1119 
873 
557 
258 
82 
23 
Z 
1 

5000 
0.9603 

818 

OLIVE 香川大学学術情報リポジトリ



819 
Investigation of Nested X2 Test and AIC 
in the Box-Cox Transformation Model お3

To investigate the performance of applied the nested X2 test to model 

identification in case of the disturbance term variance and the given critical 

values changed， we summarize 45 three-dimension graphs in nine figures 

from figure 3..11 to figure 3..3..3. They are the simulation results of fitting 

the BCT polynomial regression model (2-3) to the data sets generated by the 

three nonlinear models mentioned above.. Figure 3..1..1.. to figure 3..1..3 show 

the resu1ts of fitting the BCT polynomial regression model (2-3) to the data 

sets generated by model (3-1) in three levels of the disturbance term 

variance of o~ = 0..5， 1..0， 1..5， respectively. In each of the figures， we give 

five plots corresponding to the critical values αfrom 0.10 to 0.30 with a 

fixed step of 0..05.. Each of the bar graphs is based on the distribution of the 

estimated frequency N(ん， ρ)in 5000 times replicated Monte Carlo experi-

ments. Table 3..2 is concentrated into one of the plot in figure 3..1..2 for α 

= 0.15 All of the simulations for data sets generated by the exponential 

regression model (3-2) are conducted by the same way， the results are 

plotted in figures 3..2.1， 3..2..2， 3..2..3 for three levels of variance and five 

levels of critical values， respectively. The same Monte Carlo experiment 

results for fitting the data generated by the logistic regression model (3-3) 

are plotted in figure 3..3.1 and figure 3..3..2 as well as figure 3..3.3.. In each of 

the figures， the simulation result by the AIC method is also listed there for 

the model and the disturbance term variance indicated.. Then the differ-

ence of the performances between the nested x2 test and the AIC can be 

observed visually.. A number of properties of the Monte Carlo simulations 

can be obtained by a detailed observation of those graphs.. This wi11 be 

discussed in the next section in detaiL 

For the further investigation of the nested X2 method， we then summa-

rize the distribution of the estimated frequencies and the BCT parameter in 

5000 times replicated Monte Carlo experiments for nonlinear model (3-1) in 
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the three cases of the variance of O~ = 0..5， LO， L5， with five levels of 

critical values α =  010， 0.15， 0..20， 0..25， 0..30 The results are listed in 

table 3..5 respectively for the two methods. As for table 3..5， the upper 

block shows the frequency distribution of the estimated N(ρ) [see (3-5) J in 

percentage form for different order ρ(ρ= 1，2，…， 7).. The simulation 

results in view of the AIC are listed at the last three lines The last column 

that just on the right of this block lists the estimated percentage values of 

those exceeding the true order.. We denote it as d(α， 02
) % and in the 

tables as d %引 Asthe true model is the 2nd order BCT regression model 

--! (3-1)， d(Ol， 0日 =12..08 is the sum of the percentage from the 3rd order to 

the 7th order. The lower block shows the estimated BCT parameters j匂)

(ρ= 1，2，…， 7) [see (3-4)J for models distinguished by three levels of 

variance and five critical values used in the nested x2 test. The last three 

lines are the simulation results estimated by the AIC method.. The last 

column just on the right of this block lists the estimated BCT parameters 

X which is defined by (3-6) 

The distribution of the estimated order and the BCT parameters for 

fitting model (2-3) to data generated by exponential regression model (3-2) 

are listed in table 3..6“ The same Monte Carlo simulation results for logistic 

regression model (3-3) are summarized in table 3..7. The d% in these two 

tables shows the percentage of the estimated frequencies those exceeding 

the estimated order which is determined by (3-7) 
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日 q; 

010 05 
10 
15 

015 05 
10 
15 

0.20 05 
10 
15 

025 05 
10 
L5 

030 05 
10 
15 

05 
10 
15 

010 05 
10 
15 

0.15 0.5 
10 
15 

020 05 
10 
1.5 

025 0.5 
10 
15 

0.30 05 
1.0 
15 

0.5 
10 
L5 

Investi日ationof Nested X2 Test and AIC 
in the Box-Cox Transformation Model 

Table 3.5 Distribution of the Estimated Order and 

the BCT Paramater for Data Generated by Model (3-1) 

Order 
1 2 3 4 5 6 7 

Nested X
2 Method 

756 80.36 472 2.40 162 144 190 
22.98 65..22 456 2.38 158 142 186 
35.26 5334 426 2.28 156 142 188 
4..90 77.82 652 3.48 2.42 212 274 
1728 6584 6.24 3.48 2.42 206 268 
2786 55.80 5.92 344 226 2.00 2..72 
354 73.82 818 4..08 3.26 3.02 4.10 
13.52 6420 802 4..00 328 2..96 4..02 
23..00 5526 778 3.86 318 2..90 4..02 
2..74 6876 928 5.56 392 4..08 5.66 
10.74 6166 896 538 376 4..04 546 
1946 5396 858 506 3.74 386 5.34 
2.04 64..70 1018 638 456 4.84 7.30 
850 58..98 1000 6.22 4.42 4.70 718 
1584 52.74 9.46 5..96 4.28 4.58 714 

AIC 
1.84 6928 lL68 634 408 342 336 
852 6336 1126 624 400 3.32 3.30 
1582 57.40 1052 5.88 3.90 324 324 

Nested X2 Method 
0.411 L023 0.995 L021 0.963 0.993 L016 
0672 L042 0..991 L011 0975 1014 L005 
0.767 1048 0..994 1024 0.962 1004 0.995 
0.403 1014 1018 1030 1015 1000 1006 
0669 1.033 1009 1023 L006 0.990 0985 
0770 L037 0.998 1026 0.998 0.990 0.982 
0.400 L007 1010 L038 L032 1007 1013 
0666 1024 0..996 L035 1023 1020 0.998 
0.772 1027 0990 1039 1006 1002 0.991 
0394 1.003 1009 1039 1017 1017 L006 
0664 L015 0.996 1042 1015 1019 1014 
0.767 L022 0983 1041 0.996 1.019 1.009 
0.392 1000 L012 1021 1011 1013 1.013 
0.659 1011 0.999 1023 1.015 1017 1001 
0.766 1.016 。“

996 1020 0994 1014 1002 

AIC 
0.400 1.000 L003 1030 L017 1023 1.009 
0659 1010 1000 1031 L018 L030 0.999 
0.768 1016 0..989 1037 1001 1.014 0.994 

Replicated Monte Carlo Experiments by 5，000 Times 

-235 

d% 

k>2 

1208 
1180 
1140 
1728 
1688 
1634 
2264 
2228 
2174 
2850 
27.60 
2658 
3326 
32.52 
3142 

2888 
2812 
2678 

λ 
0..974 
0952 
0.943 
0..984 
0..965 
0..956 
0..988 
0.973 
0.963 
0.990 
0.977 
0..968 
0.992 
0.980 
0.973 

0.993 
0.981 
0974 
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。 σ .2 

0.10 05 
10 
L5 

0.15 05 
LO 
15 

020 05 
10 
15 

0.25 05 
1.0 
L5 

030 05 
10 
15 

05 
10 
15 

0.10 05 
10 
15 

0.15 05 
10 
15 

0.20 0.5 
LO 
15 

025 05 
10 
15 

0.30 05 
1.0 
15 

05 
LO 
1.5 

Kagawa University Economic Review 

Table 3.6 Distribution of the Estimated Order and 

the BCT Paramater for Data Generated by Model (3-2) 

Order 

1 2 3 4 5 6 7 

Nested X
2 Method 

628 7826 7.76 2..70 162 1.56 L82 
23.42 6324 6.08 230 156 1.52 L88 
3640 5130 522 2.26 146 144 192 
400 7440 972 4.18 260 2.16 294 
1704 6422 7.66 374 252 2..08 274 
28.90 53.84 6.84 352 236 L94 2.60 
276 70.08 11.28 492 346 3.04 4.46 
1304 62.46 9.38 4..80 326 2..90 4.16 
2406 5322 8.04 4.46 324 2.88 4..10 
198 6524 13.36 5..86 4.04 3.78 5.74 
1058 5988 1076 558 388 382 5.50 
2006 5216 9.56 538 3..84 380 520 
150 5982 14.78 6.88 4.50 4.88 7.64 
846 56.48 1232 6.42 4.40 4..60 732 
1662 5062 1092 608 4.28 4.40 7.08 

AIC 
124 5938 1624 764 506 482 5.62 
726 5706 13.92 714 4.68 4..68 5.26 
1476 5136 12.76 680 4.62 4.46 5.24 

Nested X2 Method 
0312 0.974 1160 1135 L006 L010 1047 
0.651 1021 L083 1109 0987 1020 1021 
0779 1026 L050 1.095 1007 1021 1.016 
0314 0965 L131 L078 1081 1056 L026 
0641 1012 1077 1.060 1.028 1031 0.998 
。771 1022 1039 1047 1015 L031 1010 
0288 0960 1102 1089 1.085 L038 1046 

。“641 0.999 L065 1079 L045 L028 1043 
0767 1015 L029 1061 L026 L009 1044 
0268 0.959 L066 1090 L068 1078 1051 
0.642 0994 L045 1.069 1.040 1060 1.035 
0769 1006 1.025 1067 1.017 1.041 L034 
0293 0956 1.072 1.068 1050 1.036 1.041 
0644 0993 1030 L053 1035 L037 1029 
0773 1.002 1014 1049 1025 1.023 1025 

AIC 
0274 0959 1.065 1073 1.078 1.048 1035 
0653 0992 L029 1065 L034 1041 1.031 
0.769 1.002 1.023 1.066 1.023 1.029 1.025 

Repliωted Monte Carlo Experiments by .5，000 Times.. 

822 

d% 

k>2 

15.46 
13 34 
1230 
2L60 
1874 
1726 
27.16 
24.50 
2272 
3278 
29.54 
27.78 
38.68 
35..06 
3276 

39.38 
3568 
33..88 

λ 
0.954 
0.940 
0938 
0.967 
0956 
0951 
0975 
0967 
0.960 
0.981 
0.973 
0.967 
0.986 
0979 
0971 

0..984 
0..979 
0.972 
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Table 3.7 Distribution of the Estimated Order' and 

the BCT Paramater for Data Generated by Model (3-3) 

Order d% 
。 Ob 2 2 3 4 5 6 7 101 

Nested X
2 Method 

010 0，5 8794 4，.86 194 154 100 116 156 1206 
10 88，36 4，50 196 154 0，96 116 152 1164 
15 88.46 4.44 198 150 094 112 156 1154 

015 05 82.48 6.66 290 2.48 158 166 2..24 1752 
LO 82，，86 626 290 236 L66 L68 2..28 17，.14 
1.5 82，，88 620 296 228 164 176 2..28 17，12 

020 0.5 77，.10 812 406 262 2.42 230 3.38 2290 
1.0 77.52 772 4，.10 2，62 236 232 3.36 22.48 
15 77，66 758 4，.06 2，62 238 232 3.38 2234 

0..25 0.5 72.04 9，.06 4，.94 3.46 302 292 4，56 2796 
LO 72.40 8，，76 4，.88 3.46 304 298 4.48 27.60 
L5 72，48 860 4，.76 356 306 300 4.54 2752 

030 0，5 66.94 10，18 5，82 4，14 344 362 5，86 3306 
10 6734 9，70 582 4，06 352 370 5，.86 32，，66 
15 6746 9.54 574 412 3.58 3，70 5，86 32.54 

AIC 
05 69，，92 1222 622 3，62 278 258 2，，66 30.08 
LO 70，，74 1150 6.10 3，64 2，，84 252 2，66 29，26 
15 70，68 1156 6.08 3.68 2，86 252 2，，62 2932 

Nested X2 Method λ 
010 05 0.，955 0.977 L034 1104 。“910 1047 1010 0961 

LO 0955 0983 L015 L046 0.943 L056 1020 0.961 
L5 0958 0.，988 0995 L030 0..931 L040 1，016 0.963 

015 05 0，.959 0.937 0.，990 L061 0..930 L051 0..958 0.962 
LO 0，，958 0.943 0..974 L017 0982 L039 0.958 0.961 
L5 0，961 0943 0，980 LOoo 0979 L026 0.963 0，963 

020 0.5 0.960 0，.950 0，.953 0.998 0942 0，967 0.988 0.961 
10 0959 0，.964 0916 1013 0.960 0，.974 0.993 0，961 
15 。，，962 0.962 0932 1000 0.943 0，.963 0.991 0962 

025 05 0，.956 0975 0929 L006 0.916 0，964 L007 0，960 
10 。“959 0.968 0932 0.，984 0.942 0，966 0..992 0，960 
15 0，961 0962 0，956 0.979 0，.933 0958 0..990 0962 

0.30 05 0，，957 0.972 0，936 L004 0.935 0，956 0，969 0959 
LO 0.，958 0.976 0.947 0，.991 0..947 0，955 0968 0.960 
15 0959 0.972 0957 0，992 0.950 0，945 0968 0.961 

AIC 
0.5 0，961 0.964 0，931 0.996 0.923 0，.973 0993 0.961 
LO 0959 0.972 0.930 0，984 0..949 0，.984 0.977 0，960 
1.5 0.961 0.971 0.942 0.974 0.948 0.980 0.975 0.962 

t
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i
;
l
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}
l
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p
f
i
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RepU.ωted Monte Carlo Experiment.s by 5，000 Times 
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Discussion 4. 

The simulation results of fitting the BCT model (2-3) to data generated by 

the 2nd order polynomial regression model (3-1) for the case of 05 = LO are 

The critical value α= 0.15 is used in the nested x2 test listed in table 3..2 

The distributions of the estimated frequencies in 5000 times experiments by 

the nested x2 method and the AIC method are listed in two blocks， respec-

It shows that both of the two methods have good performance of tively 

fitting the BCT polynomial regression model to the data generated by 

In the 5000 times replicated experiments by polynomial regression modeL 

l
i
l
i
-
-
}
l
i
l
i
-
-
t
i
i
l
i
l
i
a
-
-
-
1
1
 the nested x2 test， there are 1237 times that just fitting the true model (3-1)， 

As far as the identifica-and there appears 1183 times by the AIC method.. 

tion of the true 2nd order model， it shows 3292 times in 5000 replicated 

experiments by the nested x2 method and 3168 times in 5000 replicated 

Each of the above four frequencies takes experiments by the AIC method 

The frequencies of fitting the true the maximum in the case it is discussed.. 

model or identifying the true model order by the nested x2 test are larger 

In view of the nested x2 test， the percentage of than that of by the AIC 

the overestimated frequency those exceeding the true model order is 16，，88% 

But the percentage (approximately equals to the critical value α= 015) 

of the overestimated frequency by the AIC is 28.12%， which is significant1y 

As for the estimation higher than that of determined by the nested x2 test 

of the BCT parameter， the AIC seems better than the nested x2 test but the 

In view of the AIC method， the estimate of the difference is not too large. 

BCT parameter is L01， this is the weighted mean determined by the fre-

It is better quencies against the identified true model order 2， N(ん， 2). 

than that of determined by the nested x2 method， which is L03. If we 

choose the BCT parameter by the weighted mean determined by N(λふit
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shows the result of 098 by the AIC method， and 0 97 by the nested x2 

method. In the whole， for comparatively small critical values (α< 025)， 

the nested x2 method is superior to the AIC method in the identification of 

the true model order， but it is the reverse in the estimate of the BCT 

parameter.. This conclusion is coincidence with the result obtained by Yao 

(1995) 

Table 3.3 shows the simulation result of fitting the BCT model (2-3) to 

data generated by the exponential regression model (3-2) for the case of 

05 = LO and the critical value α= 0..15 is also used in the nested x2 test. 

An observation of the two blocks tells us that the performances of the two 

methods in model identification are very similar to the case where fitting 

the data generated by model (3-1) as discussed above. The nested x2 test 

suggests us to choose the 2nd order BCT polynomial regression model with 

the BCT parameter L01 to fit model (3-2)わ TheAIC suggests us to choose 

the 2nd order BCT polynomial regression model with the BCT parameter O. 

99 to fit the same modeI Table 34 shows the distributions of the estimated 

frequencies by the nested .x2 test and the AIC， for fitting the BCT model (2 

-3) to data generated by the specified logistic regression model (3-3) For 

the case of variance of the disturbance term 05 = LO， both the two methods 

suggest us to use the order 1 BCT polynomial regression model with the 

BCT parameter 0.96 to fit the data set generated by model (3-3)わ Inview 

of the nested x2 method， the estimated frequency 4143 suggests us to 

choose order 1 BCT model“ This estimated frequency is highly larger than 

that of estimated by the AIC method (3537). In this meaning we can say the 

power of the nested x2 test is higher than that of the AIC in this case 

The plots in figure 3. L1， for five levels of critical αrespectively， give 

details of the estimated frequencies in fitting the BCT polynomial regres-

sion model (2-3) to data generated by nonlinear model (3-1) with disturbance 
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term variance of 05 = 0..5 The last graph is the result given by the AIC 

The simulation performances for different critical values can be method 

observed by the peak of the column and the symmetry against the BCT 

parameter A (A = -1， 0，…， 3).. In the identification of the BCT regres-

sion model order in view of the nested x2 test， it is most powerful when 

choosing the lower critical value 0..10 The power will be degenerate as the 

critical value increased.. The symmetry of the frequency distribution 

against the BCT parameter tells us that the high level of critical value gives 

good estimate of the BCT parameter.. The performance of the AIC method 

is almost the same as the nested x2 method when choosing critical value 

。ド25.. Figure 3..12 and figure 3..1.3 give the results for the cases the distur-

bance term variance of 05 = 1.0， 1..5， respectively.. The performances of 

the two methods in the identification of the BCT model can be compared by 

the plots with the same critical value in the three figures An observation 

of these figures shows that both of the two methods tends to underestimate 

the order of the BCT regression model as the disturbance term variance 

increased The nested x2 test is more sensitive to the changes of the 

vanance 

The plots in figure 3..2..1， for five levels of critical αrespectively， give 

the details of the estimated frequencies in fitting the BCT polynomial 

regression model to data generated by exponential model (3-2) It is the 

case of the disturbance term variance of 05 = 0..5 Figure 3..2..2 and figure 

3..2..3 give the same simulation results for the case the disturbance term 

variance of 05 = 1..0， 15， respectively. The properties are very similar to 

the above discussions on figure 3..11 to figure 3.1..3 For both of the data 

sets generated by nonlinear model (3-1) and exponential model (3-2)， in the 

case of the disturbance term variance is large， for example 05 = 1.5， the 

performance of the AIC in the estimate of the true order seems better than 
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that of the nested X2 test.. This can observed by figure 3..1..3 and figure 3.. 

2..3， as the peak of the column at the 2nd order with BCT parameter A = 1 

determined by the AIC is higher than that of determined by the nested x2 

test for all the given different given critical values.. 

The plots in figure 3..3.1， for five levels of critical value αrespectively， 

give the details of the estimated frequencies in fitting the BCT polynomial 

regression model (2-3) to data generated by the logistic model (3-3) for the 

case of the disturbance term variance of og = 0.5. The simulation result in 

view of the AIC is listed at the last of this figure.. Figure 3..3..2 and figure 

3.3..3 give the simulation results for the case of the disturbance term 

variance of σg = 1..0， 1..5， respectively.. The observation of the three fig-

ures show that there is almost no difference between the two methods in 

estimate of the BCT parameter. All the cases suggest choosing the 1st 

order BCT polynomial regression model to fit the logistic model (3-3)“ The 

power of estimating the simulation model order by the nested x2 test with 

lower critical values is higher than that of the AIC The performance of 

the AIC method is almost the same as the nested x2 method with critical 

value of α= 0..25 for all the three cases of model (3-3) specified by σt= 

0.5， 1..0， 1..5 

The upper block in table 3.5 shows that the nested x2 test can give a 

good identification of the true 2nd order in fitting the data generated by 

model (3-1) The changes of the disturbance term variance only give 

effects on the distribution of the estimated frequencies that the identified 

order less than the true order The larger the disturbance term variance is， 

the smaller the estimated percentage at the true order isド Itis the reverse 

for the percentage of the underestimated order. Furthermore， the percent開

age of the estimated orders those exceeding the true order is almost fixed 

no matter how the disturbance term variance moved. From table 3.5 we 
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can see that as the critical value αincreases， the estimated frequency of 

the identified order less than the true order decreases， the frequency of the 

identified order exceeding the true order increases. From this table we can 

also see that the percentage of the frequencies exceeding the true order 

increases with the significance level increases. The value of d(α，σ2) is 

very near to the given critical value αThis result is just in accordance 

with what the p-value implies. The AIC method tends to overestimate 

the model orderリ Bychoosing the critical value， the nested x2 test holds 

the good property of controlling the levels of overestimate the model order.. 

We can also see that for comparatively small critical value (for example，α 

三三 02)， the nested x2 test is better than the AIC in identifying the order of 

the BCT polynomial regression modeL The above result is coincidence 

with the conclusion that we have got in the earlier investigations [see Yao 

(1996b)J.. The estimated results of the BCT parameter listed in the lower 

block show that except for the case of order 1， the estimated ;[p for order 

ρ(ρ= 2，…， 7) and A， which being estimated by the total 5000 times 

experiments， are very near to 1. The disturbance term variance has not 

significant effects on the estimate of the BCT parameter There is no 

significant difference between the nested x2 method and the AIC method 

As for the case of underestimating the true order of the BCT model， 

the estimated BCT parameter seems to make good compensate for the 

information loss by the lower estimated order. The virtues of simultane-

ous identification of the BCT regression model by the use of the nested x2 

test or the AIC can be seen here. In case of underestimate the true order， 

the estimate of the BCT parameter is very sensitive to the disturbance term 

variance. This conclusion is true for both the nested x2 method and the 

AIC method.. 

Table 3..6 show the estimates of the BCT parameter in fitting BCT 
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regression model (2-3) to data generated by the exponential regression 

model (3-2)“ The pattern of the percentage distribution of the estimated 

order and the BCT parameter are very similar to the results showed by 

table 3..5.. The simulation result suggest us to use the 2nd order BCT 

polynomial regression model with the BCT parameterん::::::0.98 to fit 

model (3-2) The estimated BCT parameters we get here for the three 

levels of the variance are in the interval of (096， 10). Furthermore， it can 

be seen that for each of the given critical value α， for all the three levels of 

the disturbance term variance especially for the lower variance， the esti-

mate of d(α， 02
) is much higher thanα It seems， to some extent， in 

conflict with the property of the nested x2 test It may be explained by the 

fact that the divergence between the BCT polynomial regression model and 

the exponential regression model is too large.. The properly explanation 

need a further investigation and we left it as an open question Table 3..7 

lists the experiment results in fitting the BCT polynomial regression model 

(2-3) to data generated by the logistic regression model (3-3) In view of 

the distribution of the estimated order in 5000 replication experiments for 

three levels of the variance， we can see that the best fitted model is the 1st 

order BCT polynomial regression model. The variance of the disturbance 

term almost has no effect on the estimate of the BCT parameter.. Both of 

the two methods suggest to choose the BCT parameter ，，11 :::::: 0..96 

5. Conclusions and Remarks 

To investigate the basic characteristics of the nested x2 test and the AIC in 

the application of fitting the BCT polynomial regression model to data 

generated by nonlinear models， which do not belong to the family of the 

BCT polynomial regression models， we conduct 5000 replicated simulation 
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experiments for three non1inear mode1s， a 2nd order polynomia1 regression 

mode1 and an exponentia1 regression mode1 as well as a 10gistic regression 

mode1， respective1y For each of the mode1s， we discuss three 1eve1s of the 

variance of disturbance term， and a1so five 1eve1s of the critica1 va1ues used 

in the nested x2 test. The simu1ation resu1ts capture quite well character-

istics of the nested x2 test and the AIC 

In fitting the BCT po1ynomia1 regression mode1 (2-3) to data generated 

by mode1s that do not be10ng to the fami1y of the BCT po1ynomia1 regres-

sion mode1s， simu1ation resu1ts show that both of the two methods p1ay 

good performances in mode1 identification. The nested x2 test has the 

abi1ity to contro1 the probability of the identified orders those exceeding the 

true order， but it tends to underestimate the true order， especially for the 

case with a 1arge variance of disturbance term. To avoid overestimating 

the order of the BCT regression mode1， we suggest to choose comparative1y 

small critica1 va1ue， or to choose 1arger critica1 va1ue on the reverse.. The 

AIC method in genera1 tends to overestimate the true order of the modeL 

As for the case of underestimating the true order of the BCT regression 

mode1， the properly estimated BCT parameter seems to make compensate 

for the information 10ss by the underestimated 10w:er order. This is true 

for both of the two methods. For comparative1y small critica1 va1ues， the 

nested x2 test p1ays good performance than the AIC in the estimation of the 

true mode1 order.. Furthermore， simu1ation resu1ts show that both of the 

two methods suggest using the 2nd order BCT po1ynomia1 regression mode1 

with the BCT parameter A2 ;::::: 0..98 to fit the exponentia1 regression mode1 

(3-2)， and using the 1st order BCT po1ynomia1 regression mode1 with the 

BCT parameter Al勾 0..96to fit the 10gistic regression mode1 (3-3)“ 

In the cases of fitting data set generated by exponentia1 regression 

mode1， it is seen that for all the given critica1 va1ue αand for the three 
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levels of the variance of disturbance term， especially for the case with 

lower variance， the percentage of the estimated frequencies those exceed-

ing the true order is much higher than 100αド Thisresult seems in conflict 

with the property of the nested .x2 test“ We willleft it as an open question 

The conclusions reached in this paper should be tempered for the stochastic 

specifications which have been made and the general nature of Monte Carlo 

experimentation.. The robustness of our conclusions， seems difficult to 

prove but very important， should also be discussed. 

It is so regret to say that， for some constraints on the computation， in 

this paper the concrete simulation models are not presented.. The discus-

sion based on the concrete simulation models may give good contributions 

to the comparison of the nested .x2 test and the AIC Also the mixed 

method based on the nested .x2 test and the AIC [see Yao (1995)J may play 

an important role in the model identification Our forthcoming paper will 

discuss these issues 
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Figure 3.1.1 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-1) 

in 5000 Times RepIicated Experiments 
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Figure 3..1.2 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-1) 

in 5000 Times Replicated Experiments 
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Figure 3.1.3 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-1) 

in 5000 Times Replicated Experiments 
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Figure 3.2.1 Distdbution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-2) 

in 5000 Times Replicated Experiment高
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Figure 3.2.2 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-2) 

in 5000 Times Replicated Experiments 
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Figure 3.2.3 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-2) 

in 5000 Times Replicated Experiments 
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Figure 3ふ1 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-3) 

in 5000 Times Replicated ExpeI'Iments 
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Figure 3.3.2 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-3) 

in 5000 Times Replicated Experiments 
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Figure 3..3..3 Distribution of the Estimated Frequencies 

for Fitting Model (2-3) to Data Generated by Model (3-3) 

in 5000 Times Replicated Experiments 
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